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Public health decisions must be made about when and how to
implement interventions to control an infectious disease epidemic.
These decisions should be informed by data on the epidemic as well
as current understanding about the transmission dynamics. Such de-
cisions can be posed as statistical questions about scientifically moti-
vated dynamic models. Thus, we encounter the methodological task
of building credible, data-informed decisions based on stochastic, par-
tially observed, nonlinear dynamic models. This necessitates address-
ing the tradeoff between biological fidelity and model simplicity, and
the reality of misspecification for models at all levels of complex-
ity. As a case study, we consider the 2010-2019 cholera epidemic in
Haiti. We study three dynamic models developed by expert teams
to advise on vaccination policies. We assess previous methods used
for fitting and evaluating these models, and we develop data analysis
strategies leading to improved statistical fit. Specifically, we present
approaches to diagnosis of model misspecification, development of al-
ternative models, and computational improvements in optimization,
in the context of likelihood-based inference on nonlinear dynamic sys-
tems. Our workflow is reproducible and extendable, facilitating future
investigations of this disease system.

1. Introduction. Regulation of biological populations is a fundamental topic in
epidemiology, ecology, fisheries and agriculture. Population dynamics may be nonlinear
and stochastic, with the resulting complexities compounded by incomplete understand-
ing of the underlying biological mechanisms and by partial observability of the system
variables. Quantitative models for these dynamic systems offer potential for designing
effective control measures. Developing and testing such models, and assessing their fit-
ness for guiding policy, is a challenging statistical task. Questions of interest include:
What indications should we look for in the data to assess whether the model-based
inferences are trustworthy? What diagnostic tests and model variations can and should
be considered in the course of the data analysis? What are the possible trade-offs of
increasing model complexity, such as the inclusion of interactions across spatial units?

This case study investigates the use of dynamic models and spatiotemporal data
to inform a policy decision in the context of the cholera outbreak in Haiti, which
started in 2010. We build on a multi-group modeling exercise by Lee et al. (2020a)
in which four expert modeling teams developed models to the same dataset with the

Keywords and phrases: Partially observed Markov process, Hidden Markov model, infectious dis-
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goal of comparing conclusions on the feasibility of eliminating cholera by a vaccination
campaign. Model 1 is stochastic and describes cholera at the national level; Model 2 is
deterministic with spatial structure, and includes transmission via contaminated water;
Model 3 is stochastic with spatial structure, and accounts for measured rainfall. Model 4
has an agent-based construction, featuring considerable mechanistic detail but limited
ability to calibrate these details to data. We focus on Models 1–3, as the strengths and
weaknesses of the agent-based modeling approach (Tracy, Cerdá and Keyes, 2018) are
outside the scope of this article.

The four independent teams were given the task of estimating the potential effect of
prospective oral cholera vaccine (OCV) programs. While OCV is accepted as a safe and
effective tool for controlling the spread of cholera, the global stockpile of OCV doses
remains limited (Pezzoli, 2020). Advances in OCV technology and vaccine availability,
however, raised the possibility of planning a national vaccination program (Lee et al.,
2020a). In the study, certain data were shared between the groups, including demogra-
phy and vaccination history; vaccine efficacy was also fixed at a shared value between
groups. Beyond this, the groups made autonomous decisions on what to include and
exclude from their models. The groups largely adhered to existing guidelines on creating
models to inform policy (Behrend et al., 2020; Saltelli et al., 2020) and, despite their
autonomy, obtained a consensus that an extensive nationwide vaccination campaign
would be necessary to eliminate cholera from Haiti. Their conclusion is inconsistent
with the prolonged period with no confirmed cholera cases between February, 2019 and
September, 2022 (Trevisin et al., 2022), though cholera has recently reemerged in Haiti
(Rubin et al., 2022).

The discrepancy between the model based conclusions of Lee et al. (2020a) and
the prolonged absence of cholera in Haiti has been debated (Francois, 2020; Rebaudet,
Gaudart and Piarroux, 2020; Henrys et al., 2020; Lee et al., 2020b). Suggested origins of
this discrepancy include the use of unrealistic models (Rebaudet, Gaudart and Piarroux,
2020) and unrealistic criteria for cholera elimination (Henrys et al., 2020). We find a
more nuanced conclusion: attention to methodological details in model fitting, diagnosis
and forecasting can improve each of the proposed model’s ability to quantitatively
describe observed data. This improved ability may result in more accurate forecasts and
facilitates the exploration of model assumptions. Based on this retrospective analysis,
we offer suggestions on fitting mechanistic models to dynamic systems for future studies.

While this work is focused on the models proposed by Lee et al. (2020a), our sug-
gestions have broader relevance. To investigate the extent to which Lee et al. (2020a)
is typical of the substantial body of work on Haiti cholera dynamics, we preformed
a literature review by searching PubMed with keywords: Haiti, cholera, model. The
search resulted in 66 papers, of which 32 used dynamic models to describe the cholera
epidemic in Haiti. The models make various choices on the dichotomies considered by
Lee et al. (2020a); deterministic versus stochastic; compartment model versus agent-
based; aggregated versus spatially explicit. This is no accident, since Lee et al. (2020a)
purposefully designed their study to cover the range of current modeling practice.

We proceed by introducing Models 1–3 in Sec. 2; in Sec. 3, we present a systematic
approach to examining and refining these models and then use improved model fits to
project cholera incidence in Haiti under various vaccination scenarios. This is followed
by a consideration of the robustness of model based policy recommendations in Sec. 4,
and a discussion in Sec. 5.

2. Mechanistic models for cholera in Haiti. Models that focus on learning
relationships between variables in a dataset are called associative, whereas models that
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Fig 1. Weekly reported cholera cases in Haiti from October 2010 to January 2019.

incorporate a known scientific property of the system are called causal or mechanistic.
The danger in using forecasting techniques which rely on associative models to predict
the consequence of interventions is called the Lucas critique in an econometric context.
Lucas et al. (1976) pointed out that it is naive to predict the effects of an intervention on
a given system based entirely on historical associations. To successfully predict the effect
of an intervention, a model should therefore both provide a quantitative explanation
of existing data and should have a causal interpretation: a manipulation of the system
should correspond quantitatively with the corresponding change to the model. This
motivates the development of mechanistic models, which provides a statistical fit to
the available data while also supporting a causal interpretation.

The four mechanistic models of Lee et al. (2020a) were deliberately developed with
limited coordination. This allows us to treat the models as fairly independently de-
veloped expert approaches to understanding cholera transmission. However, it led to
differences in notation, and in subsets of the data chosen for analysis, that hinder direct
comparison. Here, we have put all three models into a common notational framework.
Translations back to the original notation of Lee et al. (2020a) are given in Table S-1
of the supplement.

Each model describes the cholera dynamics as a partially observed Markov process
(POMP) with a latent state vector X(m)(t) for each continuous time point t and model
m ∈ {1,2,3}. N observations on the system are collected at time points t1, . . . , tN ,
written as t1:N . The observation at time tn is modeled by the random vector Y

(m)
n .

While the latent process exists between observation times, the value of the latent state
at observations times is of particular interest. We therefore write X

(m)
n = X(m)(tn) to

denote the value of the latent process at the nth observation time, and X
(m)
1:N is the

collection of latent state values for all observed time points. The observable random
variables Y

(m)
1:N are assumed to be conditionally independent given X

(m)
0:N . Together,

with the density for the initial value of the latent state X
(m)
0 = X(m)(t0), each model

assumes a joint density f
X

(m)
0:N ,Y

(m)
1:N

(
x

(m)
0:N ,y

(m)
1:N ; θ

)
, where θ is a parameter vector that
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indexes the model. The observed data y∗1:N , along with the unobserved true value of
the latent state, are modeled as a realization of this joint distribution.

For each model m ∈ {1,2,3}, the latent state vector X(m)(t) consists of individuals
labeled as susceptible (S), infected (I), asymptomatically infected (A), vaccinated (V),
and recovered (R), with various sub-divisions sometimes considered. Models 2 and 3
have metapopulation structure, meaning that each individual is a member of a spatial
unit, denoted by a subscript u ∈ 1:U , in which case we denote the observed data for each
unit using y∗1:N = y∗1:N,1:U . Here, the spatial units are the U = 10 Haitian administrative
départements (henceforth anglicized as departments).

In the following subsections, descriptions of Models 1–3 are provided. While the
model description is scientifically critical, as well as necessary for transparency and
reproducibility, the model details are not essential to our methodological discussions
of how to diagnose and address model misspecification with the purpose of informing
policy. A first-time reader may choose to skim through the rest of this section, and
return later. Additional details about the numeric implementation of these models are
provided in Sec. S1 and S2 of the supplement.

2.1. Model 1. X(1)(t) =
(
Sz(t),Ez(t), Iz(t),Az(t),Rz(t), z ∈ 0 : Z

)
describes suscep-

tible, latent (exposed), infected (and symptomatic), asymptomatic, and recovered in-
dividuals in vaccine cohort z. Here, z = 0 corresponds to unvaccinated individuals, and
z ∈ 1:Z describes hypothetical vaccination programs. The force of infection is

(1) λ(t) =
( Z∑
z=0

Iz(t) + ε
Z∑
z=0

Az(t)
)ν dΓ(t)

dt
β(t)/N,

where β(t) is a periodic cubic spline representation of seasonality, given in terms of a
B-spline basis {sj(t), j ∈ 1:6} and parameters β1:6 as

(2) logβ(t) =
6∑
j=1

βjsj(t).

The process noise dΓ(t)/dt is multiplicative Gamma-distributed white noise, with in-
finitesimal variance parameter σ2

proc. Lee et al. (2020a) included process noise in Model 3
but not in Model 1, i.e., they fixed σ2

proc = 0. Gamma white noise in the transmission rate
gives rise to an over-dispersed latent Markov process (Bretó and Ionides, 2011) which
has been found to improve the statistical fit of disease transmission models (Stocks,
Britton and Höhle, 2020; He, Ionides and King, 2010).

Per-capita transition rates are given in Equations 3-10:

µSzEz = λ(t),(3)
µEzIz = µEI

(
1− fz(t)

)
,(4)

µEzAz = µEI fz(t),(5)
µIzRz = µAzRz = µIR,(6)
µRzSz = µRS ,(7)
µS0Sz = µE0Ez = µI0Iz = µA0Az = µR0Rz = ηz(t),(8)
µSz• = µEz• = µIz• = µAz• = µRz• = δ,(9)
µ•S0 = µS ,(10)

where z ∈ 0 :Z. Here, µAB is a transition rate from compartment A to B. We have
an additional demographic source and sink compartment • modeling entry into the
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study population due to birth or immigration, and exit from the study population due
to death or immigration. Thus, µA• is a rate of exiting the study population from
compartment A and µ•B is a rate of entering the study population into compartment
B.

In Model 1, the advantage afforded to vaccinated individuals is an increased prob-
ability that an infection is asymptomatic. Conditional on infection status, vaccinated
individuals are also less infectious than their non-vaccinated counterparts by a rate
of ε = 0.05 in Eq. (1). In (5) and (4) the asymptomatic ratio for non-vaccinated in-
dividuals is set f0(t) = 0, so that the asymptomatic route is reserved for vaccinated
individuals. For z ∈ 1:Z, the vaccination cohort z is assigned a time τz , and we take
fz(t) = c θ∗(t− τz) where θ∗(t) is efficacy at time t since vaccination for adults, taken
from Lee et al. (2020a), Table S4, and c=

(
1− (1− 0.4688)× 0.11

)
is a correction to

allow for reduced efficacy in the 11% of the population aged under 5 years. Single and
double vaccine doses were modeled by changing the waning of protection; protection was
assumed to be equal between single and double dose until 52 weeks after vaccination,
at which point the single dose becomes ineffective.

The latent state vector X(1)(t) is initialized by setting each compartment count
for each vaccination scenario z 6= 0 as zero, and introducing initial-value parameters
I0,0 and E0,0 such that R0(0) = 0, I0(0) = Pop× I0,0, E0(0) = Pop×E0,0 and S0(0) =
Pop×(1−I0,0−E0,0), where Pop is the total population of Haiti. Reported cholera cases
at time point n (Y (1)

n ) are assumed to come from a negative binomial measurement
model, where only a fraction (ρ) of new weekly cases are reported. See Sec. S3 of the
supplement material for more details.

2.2. Model 2. Susceptible individuals are in compartments Suz(t), where u ∈ 1:U
corresponds to the U = 10 departments, and z ∈ 0:4 describes vaccination status:

z = 0: Unvaccinated or waned vaccination protection.
z = 1: One dose at age under five years.
z = 2: Two doses at age under five years.
z = 3: One dose at age over five years.
z = 4: Two doses at age over five years.

Individuals can progress to a latent infection Euz followed by symptomatic infection
Iuz with recovery to Ruz or asymptomatic infection Auz with recovery to RAuz . The force
of infection depends on both direct transmission and an aquatic reservoir, Wu(t), and
is given by

(11) λu(t) = 0.5
(
1 + a cos(2πt+ φ)

) βW Wu(t)
Wsat +Wu(t) + β

{ 4∑
z=0

Iuz(t) + ε
4∑
z=0

Auz(t)
}
.

The latent state is therefore described by the vector X(2)(t) =
(
Suz(t),Euz(t), Iuz(t),

Auz(t),Ruz(t),RAuz(t),Wu, u ∈ 1:U, z ∈ 0:4
)
. The cosine term in Eq. (11) accounts for

annual seasonality, with a phase parameter φ. The Lee et al. (2020a) implementation
of Model 2 fixes φ= 0.

Individuals move from department u to v at rate Tuv, and aquatic cholera moves at
rate TWuv . The nonzero transition rates are

µSuzEuz = θz λ,(12)
µEuzIuz = fµEI , µEuzAuz = (1− f)µEI ,(13)
µIuzRuz = µAuzRA

uz
= µIR,(14)
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µRuzSuz = µRA
uzSuz

= µRS ,(15)
µSuzSvz = µEuzEvz = µIuzIvz = µAuzAvz = µRuzRvz = µRA

uzR
A
vz

= Tuv,(16)
µSu1Su0 = µSu3Su0 = ω1,(17)
µSu2Su0 = µSu4Su0 = ω2,(18)

µ•Wu = µW

{ 4∑
z=0

Iuz(t) + εW

4∑
z=0

Auz(t)
}
,(19)

µWu• = δW ,(20)
µWuWv = wrT

W
uv .(21)

In (16) the spatial coupling is specified by a gravity model,

(22) Tuv = vrate ×
PopuPopv

D2
uv

,

where Popu is the mean population for department u, Duv is a distance measure esti-
mating average road distance between randomly chosen members of each population,
and vrate = 10−12 km2yr−1 was treated as a fixed constant. In (21), TWuv is a measure
of river flow between departments. The unit of Wu(t) is cells per ml, with dose re-
sponse modeled via a saturation constant of Wsat in (11). The starting value for each
element of the latent state vector X(2)(0) are set to zero except for Iu0(0) = y∗u(0)/ρ
and Ru0(0) = Popu − Iu0(0), where y∗u(0) is the reported number of cholera cases in
department u at time t = 0. Reported cases are assumed to come from a log-normal
distribution, with the log-scale mean equal to the reporting rate ρ times the number
of newly infected individuals. See Sec. 3.1.2 and Sec. S3.2 of the supplement for more
details.

2.3. Model 3. The latent state is described as X(3)(t) =
(
Suz(t), Iuz(t),Auz(t),

Ruzk(t),Wu(t), u ∈ 0 :U, z ∈ 0 : 4, k ∈ 1 : 3
)
. Here, z = 0 corresponds to unvaccinated,

z = 2j − 1 corresponds to a single dose on the jth vaccination campaign in unit u and
z = 2j corresponds to receiving two doses on the jth vaccination campaign. k ∈ 1:3
models non-exponential duration in the recovered class before waning of immunity.
The force of infection is

(23) λu(t) =
(
βWu + 1(t≥thm)β

hm
Wu
e−h

hm
u (t−thm)

) Wu(t)
1 +Wu(t) + βu

∑
v6=u

(
Iv0(t) + εAv0(t)

)
,

where thm is the time Hurricane Matthew struck Haiti (Ferreira, 2016), and 1(A) is the
indicator function for event A. In Lee et al. (2020a), βhmWu

and hhmu were set to zero for
all u; the need to account for the effect Hurricane Matthew had on cholera transmission
for this model is explored in Sec. S5 of the supplement.

Per-capita transition rates are given in Equations 24–31.
µSuzIuz = f λu

(
1− ηuz(t)

)
dΓ/dt,(24)

µSuzAuz = (1− f)λu
(
1− ηuz(t)

)
dΓ/dt,(25)

µIuzRuz1 = µAuzRuz1 = µIR,(26)
µIuzSu0 = δ + δC , µAuzSu0 = δ(27)

µRuz1Ruz2 = µRuz2Ruz3 = 3µRS ,(28)
µRuzkSu0 = δ + 3µRS 1{k=3},(29)

µ•Wu =
[
1 + a

(
Ju(t))r

]
Denu µW

[
Iu0(t) + εWAu0(t)

]
,(30)

µWu• = δW .(31)
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As with Model 1, dΓu(t)/dt is multiplicative Gamma-distributed white noise in (24)
and (25). In (30), Ju(t) is a dimensionless measurement of precipitation that has been
standardized by dividing the observed rainfall at time t by the maximum recorded
rainfall in department u during the epidemic, and Denu is the population density.
Demographic stochasticity is accounted for by modeling non-cholera related death rate
δ in each compartment, along with an additional death rate δC in (27) to account
for cholera induced deaths among infected individuals. All deaths are balanced by
births into the susceptible compartment in (27) and (29), thereby maintaining constant
population in each department.

Latent states are initialized using an approximation of the instantaneous number of
infected, asymptomatic, and recovered individuals at time t0 by using the first week
of cholera incidence data. Specifically, we set Iu0(0) = y∗

1u

ρ(δ+δC+µIR) , Au0(0) = 1−f
f Iu0(0),

Ru0k = y∗1u− Iu0(0)−Au0(0), and we initializeWu(0) by enforcing the rainfall dynamics
supposed by the one step transition model; all other compartments that represent
population counts are set to zero at time t0. For each unit u with zero case counts at
time t1, this initialization scheme results in having zero individuals in the Infected and
Asymptomatic compartments, as well as having no bacteria in the aquatic reservoir. In
reality, it is plausible that some bacteria or infected individuals were present in unit u
but went unreported. Therefore, for departments with zero case counts in week 1, we
consider estimating the number of infected individuals rather then treating this value
as a constant (see supplement Sec. S5 for more details). Finally, reported cholera cases
are assumed to come from a negative binomial measurement model with mean equal
to a fraction (ρ) of individuals in each unit who develop symptoms and seek healthcare
(see Sec. S3.3 of the supplement).

3. Statistical Analysis. We consider model fitting (Sec. 3.1) followed by diagnos-
tic investigations (Sec. 3.2), forecasting (Sec. 3.3) and external scientific corroboration
of model fit (Sec. 3.4).

3.1. Model Fitting. Each of the three models considered in this study describes
cholera dynamics as a partially observed Markov process (POMP), with the under-
standing that the deterministic Model 2 is a degenerate case of a stochastic model.
Each model is indexed by a parameter vector, θ, and different values of θ can result in
qualitative differences in the predicted behavior of the system. Therefore, the choice of
θ used to make inference about the system can greatly affect model based conclusions.
Elements of θ can be fixed at a constant value based on scientific understanding of
the system, but parameters can also be calibrated to data by maximizing a measure of
congruency between the observed data and the assumed mechanistic structure. Cali-
brating model parameters to observed data does not guarantee that the resulting model
successfully approximates real-world mechanisms, since model assumptions may be in-
correct, and do not change as the model is calibrated to data. However, the congruency
between the model and observed data serves as a proxy for the congruency between
the model and the true underlying dynamic system. As such, the best possible fit of
the proposed mechanistic structure to the observed data is desirable. In the following
subsections we describe our approach to calibrating the three proposed mechanistic
models to observed cholera incidence data.

3.1.1. Calibrating Model 1 Parameters. Model 1 describes cholera dynamics at the
nationally aggregated scale so that Y

(1)
n ∈ R for each observation time n ∈ 1 : N , and

the latent state vector X(1)(t) is comprised of national level population counts. Several
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algorithms exist, both frequentist and Bayesian, that can be used to obtain estimates of
the parameters for this class of models. In order to retain the ability to propose models
that are scientifically meaningful rather than only those that are simply statistically
convenient, we restrict ourselves to parameter estimation techniques that have the plug-
and-play property, which is that the fitting procedure only requires the ability to simu-
late the latent process instead of evaluating transition densities (Bretó et al., 2009; He,
Ionides and King, 2010). Plug-and-play algorithms include Bayesian approaches like
ABC and PMCMC (Toni et al., 2009; Andrieu, Doucet and Holenstein, 2010), but here
we use frequentist methods to maximize model likelihoods. To our knowledge, the only
plug-and-play, frequentist methods that can maximize the likelihood for POMP models
of this complexity are iterated filtering algorithms (Ionides et al., 2015), which mod-
ify the well-known particle filter (Arulampalam et al., 2002) by performing a random
walk for each parameter and particle. These perturbations are carried out iteratively
over multiple filtering operations, using the collection of parameters from the previous
filtering pass as the parameter initialization for the next iteration, and decreasing the
random walk variance at each step.

The ability to maximize the likelihood allows for likelihood-based inference, such
as performing statistical tests for potential model improvements. We demonstrate this
capability by proposing a linear trend ζ in transmission in Eq. (2):

(32) logβ(t) =
6∑
j=1

βssj(t) + ζt̄,

where t̄= t−(tN +t0)/2
tN−(tN +t0)/2 , so that t̄ ∈ [−1,1]. The proposal of a linear trend in transmission

is a result of observing an apparent decrease in reported cholera infections from 2012-
2019 in Fig. 1. While several factors may contribute to this decrease, one explanation
is that case-area targeted interventions (CATIs), which included education sessions,
increased monitoring, household decontamination, soap distribution, and water chlori-
nation in infected areas (Rebaudet et al., 2019), may have substantially reduced cholera
transmission (Rebaudet et al., 2021).

We perform a statistical test to determine whether or not the data indicate the pres-
ence of a linear trend in transmissibility. To do this, we perform a profile-likelihood
search on the parameter ζ and obtain a 95% confidence interval via a Monte Carlo Ad-
justed Profile (MCAP) (Ionides et al., 2017). Lee et al. (2020a) implemented Model 1 by
fitting two distinct phases: an epidemic phase from October 2010 through March 2015,
and an endemic phase from March 2015 onward. We similarly allow the re-estimation
of process and measurement overdispersion parameters (σ2

proc and ψ), and require that
the latent Markov process X(t) carry over from one phase into the next. The resulting
confidence interval for ζ is (−0.085,−0.005), with the full results displayed in Fig. 2.
These results are suggestive that the inclusion of a trend in transmission rate improves
the quantitative ability of Model 1 to describe the observed data. The reported results
for Model 1 in the remainder of this article were obtained with the inclusion of the
parameter ζ .

We implemented Model 1 using the pomp package (King, Nguyen and Ionides, 2016),
relying heavily on the pomp source code provided by Lee et al. (2020a). Both analy-
ses used the mif2 implementation of the IF2 algorithm to estimate θ by maximum
likelihood. One change we made in the statistical analysis that led to larger model like-
lihoods was increasing the computational effort in the numerical maximization. While
IF2 enables parameter estimation for a large class of models, the theoretic ability to
maximize the likelihood depends on asymptotics in both the number of particles and
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Fig 2. Monte Carlo adjusted profile of ζ. The blue curve is the profile, the blue line indicates the
MLE, and the dashed lines indicate the 95% confidence interval.

the number of filtering iterations. Many Monte Carlo replications are then required
to quantify and further reduce the error. The large difference in likelihoods that were
obtain by these two approaches (see Table 1) highlights the importance of carefully
determining the necessary computational effort needed to maximize model likelihoods
and acting accordingly.

100

101

102

103

104

'11 '12 '13 '14 '15 '16 '17 '18 '19

R
ep

or
te

d 
ch

ol
er

a 
ca

se
s

Fig 3. Simulations from Model 1 compared to reported cholera cases. The black curve is observed
data, the blue curve is median of 500 simulations from the fitted model, and the vertical dashed line
represents break-point when parameters are refit.

3.1.2. Calibrating Model 2 Parameters. Model 2 is a deterministic compartmental
model defined by a set of coupled differential equations. The use of deterministic com-
partment models have a long history in the field of infectious disease epidemiology
(Kermack and McKendrick, 1927; Brauer, 2017; Giordano et al., 2020), and can be
justified by asymptotic considerations in a large-population limit (Dadlani et al., 2020;
Ndii and Supriatna, 2017). Because the process model of Model 2 is deterministic, the
parameter estimation problem for Model 2 reduces to a least squares calculation when
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combined with a Gaussian measurement model (see Sec. S3.2 of the supplement mate-
rial for details). Lee et al. (2020a) fit two versions of Model 2 based on a presupposed
change in cholera transmission from a epidemic phase to endemic phase that occurred in
March, 2014. The inclusion of a change-point in model states and parameters increases
the flexibility of the model and hence the ability to fit the observed data. The increase in
model flexibility, however, results in hidden states that are inconsistent between model
phases. The inclusion of a model break-point by Lee et al. (2020a) is perhaps due to
a challenging feature of fitting a deterministic model via least squares: discrepancies
between model trajectories and observed case counts in highly infectious periods of a
disease outbreak will result in greater penalty than the discrepancies between model
trajectories and observed case counts in times of relatively low infectiousness, result-
ing in a bias towards accurately describing periods of high infectiousness. This issue is
particularly troublesome for modeling cholera dynamics in Haiti: the inability to accu-
rately fit times of low infectiousness may result in poor model forecasts, as few cases of
cholera were observed in the last few years of the epidemic.

To combat this issue, we fit the model to log-transformed case counts, since the log
scale stabilizes the variation during periods of high and low incidence. An alternative
solution is to change the measurement model to include overdispersion, as was done
in Models 1 and 3. This permits the consideration of demographic stochasticity, which
is dominant for small infected populations, together with log scale stochasticity (also
called multiplicative, or environmental, or extra-demographic) which is dominant at
high population counts. Here we chose to fit the model to transformed case counts rather
than adding overdispersion to the measurement model with the goal of minimizing the
changes to the model proposed by Lee et al. (2020a).

We implemented this model using the spatPomp R package (Asfaw et al., 2023). The
model was then fit using the subplex algorithm, implemented in the subplex package
(King and Rowan, 2020). A comparison of the trajectory of the fitted model to the data
is given in Fig 6.

3.1.3. Calibrating Model 3 Parameters. Model 3 describes cholera dynamics in Haiti
using a metapopulation model, where the hidden states in each administrative depart-
ment has an effect on the dynamics in other departments. The decision to address
metapopulation dynamics using a spatially explicit model, rather than to aggregate
over space, is double-edged. Evidence for the former approach has been provided in
previous studies (King et al., 2015), including the specific case of heterogeneity between
Haitian departments in cholera transmission (Collins and Govinder, 2014). However, a
legitimate preference for simplicity (Saltelli et al., 2020; Green and Armstrong, 2015)
can support a decision to consider nationally aggregated models. One issue that arises
when fitting spatially explicit models is that parameter estimation techniques based on
the particle filter become computationally intractable as the number of spatial units
increases. This is a result of the approximation error of particle filters growing expo-
nentially in the dimension of the model (Rebeschini and van Handel, 2015; Park and
Ionides, 2020).

To avoid the approximation error present in high-dimensional models, Lee et al.
(2020a) simplified the problem of estimating the parameters of Model 3 by creating an
approximate version of the model where the units are independent given the observed
data. Reducing a spatially coupled model to individual units in this fashion requires
special treatment of any interactive mechanisms between spatial units, such as found in
Eq. (23). Because the simplified, spatially-decoupled version of Model 3 implemented
by Lee et al. (2020a) relies on the observed cholera cases, the calibrated model cannot
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readily be used to obtain forecasts. Therefore, in order to obtain model forecasts, Lee
et al. (2020a) used the parameters estimates from the spatially-decoupled approxima-
tion of Model 3 to obtain forecasts using the fully coupled version of the model. This
approach of model calibration and forecasting avoids the issue of particle depletion, but
may also be problematic. One concern is that cholera dynamics in department u are
highly related to the dynamics in the remaining departments; calibrating model pa-
rameters while conditioning on the observed cases in other departments may therefore
lead to an over-dependence on observed cholera cases. Another concern is that the two
versions of the model are not the same, resulting in sub-optimal parameter estimates
for the spatially coupled model, as parameters that maximize the likelihood of the de-
coupled model almost certainly do not maximize the likelihood of the fully coupled
model. These two concerns may explain the unrealistic forecasts and low likelihood of
the model (see Table 1).

For our analysis, we calibrate the parameters of the spatially coupled version of
Model 3 using the iterated block particle filter (IBPF) algorithm of Ionides, Ning and
Wheeler (2022). This algorithm extends the work of Ning and Ionides (2021), who
provided theoretic justification for the version of the algorithm that only estimates
unit-specific parameters. While computationally intensive, the IBPF algorithm enables
us to directly estimate the parameters of models describing high-dimensional partially-
observed nonlinear dynamic systems via likelihood maximization. The ability to directly
estimate parameters of Model 3 is responsible for the large increase in model likelihoods
reported in Table 1, as no algorithm with similar capabilities existed when Lee et al.
(2020a) published their results. Simulations from the fitted model are displayed in
Fig. 4.
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Fig 4. Simulations from initial conditions using the spatially coupled version of Model 3. The black
curve represents true case count, the blue line the median of 500 simulations from the model, and the
gray ribbons representing 95% confidence interval.

3.2. Model Diagnostics. Parameter calibration (whether Bayesian or frequentist)
aims to find the best description of the observed data under the assumptions of the
model. Obtaining the best fitting set of parameters for a given model does not, however,
guarantee that the model provides an accurate representation of the system in question.
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Model misspecification, which may be thought of as the omission of a mechanism in
the model that is an important feature of the dynamic system, is inevitable at all levels
of model complexity. To make progress, while accepting proper limitations, one must
bear in mind the much-quoted observation of Box (1979) that “all models are wrong but
some are useful.” Beyond being good practical advice for applied statistics, this assertion
is relevant for the philosophical justification of statistical inference as severe testing
(Mayo, 2018, Sec. 4.8). In this section, we discuss some tools for diagnosing mechanistic
models with the goal of making the subjective assessment of model “usefulness” more
objective. To do this, we will rely on the quantitative and statistical ability of the
model to match the observed data, which we call the model’s goodness-of-fit, with the
guiding principle that a model which cannot adequately describe observed data may
not be reliable for useful purposes. Goodness-of-fit may provide evidence supporting
the causal interpretation of one model versus another, but cannot by itself rule out the
possibility of alternative explanations.

One common approach to assess a mechanistic model’s goodness-of-fit is to compare
simulations from the fitted model to the observed data. Visual inspection may indicate
defects in the model, or may suggest that the observed data are a plausible realization
of the fitted model. While visual comparisons can be informative, they provide only a
weak and informal measure of the goodness-of-fit of a model. The study by Lee et al.
(2020a) provides an example of this: their models and parameter estimates resulted in
simulations that visually resembled the observed data, yet resulted in model likelihoods
that were—in some cases—considerably smaller than likelihoods that can be achieved
via the likelihood based optimization techniques that were used (see Table 1). Alter-
native forms of model validation should therefore be used in conjunction with visual
comparisons of simulations to observed data.

Another approach is to compare a quantitative measure of the model fit (such as
MSE, predictive accuracy, or model likelihood) among all proposed models. These com-
parisons, which provide insight into how each model performs relative to the others, are
quite common (Rinaldo et al., 2012; Sallah et al., 2017). To calibrate relative measures
of fit, it is useful to compare against a model that has well-understood statistical ability
to fit data, and we call this model a benchmark. Standard statistical models, interpreted
as associative models without requiring any mechanistic interpretation of their param-
eters, provide suitable benchmarks. Examples include linear regression, auto-regressive
moving average time series models, or even independent and identically distributed
measurements. The benchmarks enable us to evaluate the goodness of fit that can be
expected of a suitable mechanistic model.

Associative models are not constrained to have a causal interpretation, and typically
are designed with the sole goal of providing a statistical fit to data. Therefore, we
should not require a candidate mechanistic model to beat all benchmarks. However,
a mechanistic model which falls far short against benchmarks is evidently failing to
explain some substantial aspect of the data. A convenient measure of fit should have
interpretable differences that help to operationalize the meaning of far short. Ideally,
the measure should also have favorable theoretical properties. Consequently, we focus
on log-likelihood as a measure of goodness of fit, and we adjust for the degrees of
freedom of the models to be compared by using the Akaike information criterion (AIC)
(Akaike, 1974).

In some cases, a possible benchmark model could be a generally accepted mecha-
nistic model, but often no such model is available. Because of this, we use a log-linear
Gaussian ARMA model as an associative benchmark, as recommended by He, Ionides
and King (2010). The theory and practice of ARMA models is well developed, and these
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linear models are appropriate on a log scale due to the exponential growth and decay
characteristic of biological dynamics. Likelihoods of Models 1–3 and their respective
ARMA benchmark models are provided in Table 1.

It should be universal practice to present measures of goodness of fit for published
models, and mechanistic models should be compared against benchmarks. In our lit-
erature review of the Haiti cholera epidemic, no non-mechanistic benchmark models
were considered in any of the 32 papers that used dynamic models to describe cholera
in order to obtain scientific conclusions. Including benchmarks would help authors and
readers to detect and confront any major statistical limitations of the proposed mech-
anistic models. In addition, the published goodness of fit provides a concrete point of
comparison for subsequent scientific investigations. When combined with online avail-
ability of data and code, objective measures of fit provide a powerful tool to accelerate
scientific progress, following the paradigm of the common task framework (Donoho,
2017, Sec. 6).

The use of benchmarks may also be beneficial when developing models at differing
spatial scales, where a direct comparison between model likelihoods is meaningless. In
such a case, a benchmark model can be fit to each spatial resolution being considered,
and each model compared to their respective benchmark. Large advantages (or short-
comings) in model likelihood relative to the benchmark for a given spatial scale that
are not present in other spatial scales may provide weak evidence for (or against) the
statistical fit of models across a range of spatial resolutions.

Model 1 Model 2 Model 3

Log-likelihood −2731.3 −21957.3 −17850.4
(−3030.9)1 (−29367.4) (−31840.8)2

Number of 15 6 35
Fit Parameters (20) (6) (29)

AIC 5492.7 43926.5 35770.7
(6101.8)1 (58746.9) (63739.6)2

Log-ARMA(2,1)
AIC 5615.3 36133.9 36133.9

Table 1
AIC values for each model compared to their ARMA benchmark. Values in parentheses are

corresponding values using Lee et al. (2020a) parameter estimates. 1The reported likelihood is an
upper bound of the likelihood of the Lee et al. (2020a) model. 2Lee et al. (2020a) fit Model 3 to a
subset of the data (March 2014 onward, excluding data from Ouest in 2015-2016). On this subset,

their model has a likelihood of −8147.3. On this same subset, our model has a likelihood of −7276.2.
See Sec. S6 of the supplement material for more details on estimating the likelihood of the Lee et al.

(2020a) models.

Comparing model log-likelihoods to a suitable benchmark may not be sufficient to
identify all the strengths and weaknesses of a given model. Additional techniques include
the inspection of conditional log-likelihoods of each observation given the previous
observations in order to understand how well the model describes each data point
(Sec. S5). Other tools include plotting the effective sample size of each observation (Liu,
2001); plotting the values of the hidden states from simulations (supplement Sec. 5.1);
and comparing summary statistics of the observed data to simulations from the model
(Wood, 2010; King et al., 2015).
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3.3. Forecasts. Forecasts are an attempt to provide an accurate estimate of the
future state of a system based on currently available data, together with an assessment
of uncertainty. Forecasts from mechanistic models that are compatible with current
scientific understanding may also provide estimates of the future effects of potential
interventions. Further, they may enable real-time testing of new scientific hypotheses
(Lewis et al., 2022).

Recent information about a dynamic system should be more relevant for a forecast
than older information. This assertion may seem self-evident, but it is not the case for
deterministic models, for which the initial conditions together with the parameters are
sufficient for forecasting, and so recent data do not have special importance. Epidemi-
ological forecasts based on deterministic models are not uncommon in practice, despite
their limitations (King et al., 2015). That may explain why Lee et al. (2020a) chose
to obtain forecasts by simulating the calibrated models forward from initial conditions.
Here, we compare with a forecast projected from the filtering distribution: to obtain a
forecast using POMP model m at a collection of times tN+1:N+s, where N is the index
for the last available data, we simulate forward from a draw from f

(m)
XN |Y1:N

(xN |y∗1:N ; θ̂)
where θ̂ is a vector of calibrated parameters. The decision not to do this partially ex-
plains the unsuccessful forecasts of Lee et al. (2020a): their Table S7 shows that the
subset of their simulations which were consistent with observing zero cases in 2019 also
accurately predicted the prolonged absence of detected cholera.

Uncertainty in just a single parameter can lead to drastically different forecasts
(Saltelli et al., 2020). Therefore, parameter uncertainty should also be considered when
obtaining model forecasts to influence policy. If a Bayesian technique is used for pa-
rameter estimation, a natural way to account for parameter uncertainty is to obtain
simulations from the model where each simulation is obtained using parameters drawn
from the estimated posterior distribution. For frequentist inference, one possible ap-
proach is obtaining model forecasts from various values of θ, where the values of θ are
sampled proportionally according to their corresponding likelihoods (King et al., 2015);
see Sec. S7 of the supplement material for more details. Both of these approaches share
the similarity that parameters are chosen for the forecast approximately in proportion
to their corresponding value of the likelihood function, f (m)

Y1:N
(y∗1:N ; θ). In this analysis,

we do not construct forecasts accounting for parameter uncertainty as our focus is on
the estimation and diagnosis of mechanistic models. Furthermore, we use the projec-
tions from a single point estimate to highlight the deficiency of deterministic models
that the only variability in model projections is a result of parameter uncertainty, which
can lead to over-confidence in forecasts King et al. (2015).

The primary forecasting goal of Lee et al. (2020a) was to investigate the potential
consequences of vaccination interventions on a system to inform policy. One outcome
of their study include estimates for the probability of cholera elimination under several
possible vaccination scenarios. Mimicking their approach, we define cholera elimination
as an absence of cholera infections for at least 52 consecutive weeks, and we provide
forecasts under the following vaccination scenarios:

V 0: No additional vaccines are administered.
V 1: Vaccination limited to the departments of Centre and Artibonite, deployed over a

two-year period.
V 2: Vaccination limited to three departments: Artibonite, Centre, and Ouest deployed

over a two-year period.
V 3: Countrywide vaccination implemented over a five-year period.
V 4: Countrywide vaccination implemented over a two-year period.
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Simulations from probabilistic models (Models 1 and 3) represent possible trajectories
of the dynamic system under the scientific assumptions of the models. Estimates of
the probability of cholera elimination can therefore be obtained as the proportion of
simulations from these models that result in cholera elimination. The results of these
projections are summarized in Figs. 5–8.

Probability of elimination estimates of this form are not meaningful for determinis-
tic models, as the trajectory of these models only represent the mean behavior of the
system rather than individual potential outcomes. We therefore do not provide proba-
bility of elimination estimates under Model 2, but show trajectories under the various
vaccination scenarios using this model (Fig. 6).
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Fig 5. Simulations of Model 1 under each vaccination scenario. Blue line indicates the simulated
median of reported cases, and the ribbon represents 95% of simulations.
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Fig 6. Simulated trajectory of Model 2 (blue curve) and projections under the various vaccination
scenarios. Reported cholera incidence is shown in black.

3.4. Corroborating Fitted Models with Previous Scientific Knowledge. The resulting
mechanisms in a fitted model can be compared to current scientific knowledge about
a system. Agreement between model based inference and our current understanding
of a system may be taken as a confirmation of both model based conclusions and our
scientific understanding. On the other hand, comparisons may generate unexpected
results that have the potential to spark new scientific knowledge (Ganusov, 2016).
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V0 V1 V2 V3 V4

'20 '22 '24 '26 '28 '30 '20 '22 '24 '26 '28 '30 '20 '22 '24 '26 '28 '30 '20 '22 '24 '26 '28 '30 '20 '22 '24 '26 '28 '30

0.00

0.25

0.50

0.75

1.00

P
ro

ba
bi

lit
y 

of
 E

lim
in

at
io

n 
(%

)

Model 1 Model 3

Fig 8. Probability of elimination across simulations for a 10 year period. Compare to Figure 3A of
Lee et al. (2020a).

In the context of our case study, we demonstrate how the fit of Model 1 corroborates
other evidence concerning the role of rainfall in cholera epidemics. Specifically, we ex-
amine the results of fitting the flexible cubic spline term in Model 1 (Eq. (1)–(2)). The
cubic splines permit flexible estimation of seasonality in the force of infection, β(t).
Fig. 9 shows that the estimated seasonal transmission rate β mimics the rainfall dy-
namics in Haiti, despite Model 1 not having access to rainfall data. This is consistent
with previous studies finding that rainfall played an important role in cholera transmis-
sion in Haiti (Lemaitre et al., 2019; Eisenberg et al., 2013). The estimated seasonality
also features an increased transmission rate during the fall, which was noticed at an
earlier stage of the epidemic (Rinaldo et al., 2012); the high transimission rate in the
fall may also be a result of the increase transission that occured in the fall of 2016,
when hurricane Matthew struck Haiti.

For any model-based inference, it is important to recognize and assess the modeling
simplifications and assumptions that were used in order to arrive at the conclusions.
In epidemiological studies, for example, quantitative understanding of individual-level
processes may not perfectly match model parameters that were fit to population-level
case counts, even when the model provides a strong statistical fit (He, Ionides and King,
2010). This makes direct interpretation of estimated parameters delicate.

Our case study provides an example of this in the parameter estimate for the duration
of natural immunity due to cholera infection, µ−1

RS . Under the framework of Model 2,
the best estimate for this parameter is 3.28× 1012 yr, suggesting that individuals have
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Mechanism Model 1 Model 2 Model 3
Infection (day) µ−1

IR = 2.0 (6) µ−1
IR = 7.0 (14) µ−1

IR = 5.0 (26)

Latency (day) µ−1
EI = 1.4 (5) µ−1

EI = 1.3 (13) —

Seasonality
β1:6 = (1.6,1.1,
1.3,1.1,1.5,0.9) (2) a=0.4 (11) a= 1.03 (30)

ζ = −0.06 [N] (32) φ= 7.26 [N] (11) r = 0.866 (30)

Immunity
(year) µ−1

RS = 8.0 (7)

µ−1
RS = 3.3 × 1012

ω−1
1 = 1.0
ω−1

2 = 5.0

(15)
(17)
(17)

µ−1
RS = 8.0 (28)

Birth/death (yr) µ−1
S = 44.9
δ−1 = 134.2

(9) — δ−1 = 63.0 (27)

Symptomatic frac. fz(t) = cθ∗(t− τd) (4-5) f = 0.2 (13) f = 0.25 (25)

Asymptomatic
infectivity ε= 0.05 (1)

ε= 0.001
εW = 10−7

(11)
(19)

ε= 1
εW = 0.205

(23)
(30)

Human to
human β1:6 as above (1) β =3.85 × 10−16 (11)

β1:10 = (0.41,0.06,
0.05,0.05,0.25,0.03,
0.28,0.03,0.15,0.06)
×10−6

(23)

Water to
human — Wsat = 105

βW = 1.1 (11)

βW1:10 = (4.27,19.37,
22.21,21.99,4.55,29.86,
8.66,0.87,9.80,10.56)

(23)

Human to
water — µW = 9340 (19) µW = 5.17 × 10−5 (30)

Water
survival (wk) — δ−1

W = 3 (20) δ−1
W = 0.09 (31)

Mixing exponent ν = 0.97 (1) — —
Process
noise(wk1/2)

σproc = (0.31,0.35) [N] (1) — σproc = 0.029 (25)

Reporting rate ρ= 0.898 (S15) ρ= 0.20 (S16) ρ= 0.76 (S19)

Observation
variance ψ = (356.16,59.55) (S15) ψ = 3.05 × 10−13 (S16) ψ = 80.95 (S19)

Initial Values I0,0 = 5284 — I3,7,10;0(0) = (8,16,12) [N]
E0,0 = 89

Hurricane — — βhmW3,9 = (31.85,26.40) [N]
(23)

Parameters hhm3,9 = (37.78,79.85) [N]
Table 2

References to the relevant equation are given in parentheses. Parameters in blue were fixed based on
scientific reasoning and not fitted to the data. [N] denotes parameters added during our re-analysis,
not considered by Lee et al. Translations back into the notation of Lee et al. (2020a) are given in

Table S1.

effectively permanent immunity to cholera once infected. To interpret this result, we
bear in mind that the data ranged from 2010-2019, and therefore estimates of immu-
nity longer than 10 yr—the upper end of previous estimates of natural immunity (King
et al., 2008)—effectively result in the same model dynamics. The depletion of suscep-
tible individuals may also be attributed to confounding mechanisms—such as localized
vaccination programs and non-pharmaceutical interventions that reduce cholera trans-
mission (Trevisin et al., 2022; Rebaudet et al., 2021)—that were not accounted for in
the model. Perhaps the best interpretation of the estimated parameter, then, is that
under model assumptions, the model most adequately describes the observed data by
having a steady decrease in the number of susceptible individuals. The weak statistical
fit of Model 2 compared to a log-linear benchmark (see Table 1) cautions us against
drawing quantitative conclusions from this model. A model that has a poor statistical
fit may nevertheless provide a useful conceptual framework for thinking about the sys-
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Fig 9. (Top) weekly rainfall in Haiti, lighter colors representing more recent years. (Bottom) estimated
seasonality in the transmission rate (dashed line) plotted alongside mean rainfall (solid line). The
outsided effect of rainfall in the fall may be due to Hurricane Matthew, which struck Haiti in October
of 2016 and resulted in an increase of cholera cases in the nation.

tem under investigation. However, a claim that the model has been validated against
data should be reserved for situations where the model provides a statistical fit that is
competitive against alternative explanations.

4. Robust interpretation of model based conclusions. Amodel which aspires
to provide quantitative guidance for assessing interventions should provide a quantita-
tive statistical fit for available data. However, strong statistical fit does not guarantee
a correct causal structure: it does not even necessarily require the model to assert a
causal explanation. A causal interpretation is strengthened by corroborative evidence.
For example, reconstructed latent variables (such as numbers of susceptible and re-
covered individuals) should make sense in the context of alternative measurements of
these variables (Grad, Miller and Lipsitch, 2012). In the context of our case study, by
reconstructing the latent states of Model 3, we notice that the calibrated model favors
higher levels of cholera transmission than what was typically observed in the incidence
data (Sec. S5.1 of the supplement). This result hints at the possibility of model mispec-
ification, and should prompt us to be sceptical of the reliability of forecasts from this
model. Similarly, parameters that have been calibrated to data should make sense in
the context of alternative lines of evidence about the phenomena being modeled, while
making allowance for the possibility that the interpretations of parameters may vary
when modeling across differing spatial scales.

If a mechanistic model including a feature (such as a representation of a mechanism,
or the inclusion of a covariate) fits better than mechanistic models without that feature,
and also has competitive fit compared to associative benchmarks, this may be taken
as evidence supporting the scientific relevance of the feature. As for any analysis of
observational data, we must be alert to the possibility of confounding. For a covariate,
this shows up in a similar way to regression analysis: the covariate under investigation
could be a proxy for some other unmodeled or unmeasured covariate. For a mechanism,
the model feature could in principle explain the data by helping to account for some
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different unmodeled phenomenon. In the context of our analysis, the estimated trend
in transmission rate could be explained by any trending variable (such as hygiene im-
provements, or changes in population behavior), resulting in confounding from collinear
covariates. Alternatively, the trend could be attributed to a decreasing reporting rate
rather than decreasing transmission rate, resulting in confounded mechanisms. The ro-
bust statistical conclusion is that a model which allows for change fits better than one
which does not—we argue that a decreasing transmission rate is a plausible way to
explain this, but the incidence data themselves do not provide enough information to
pin down the mechanism.

5. Discussion. The ongoing global COVID-19 pandemic has provided a clear ex-
ample on how government policy may be affected by the conclusions of scientific models
(Saltelli et al., 2020). This article demonstrates that fitting appropriate scientific mod-
els to guide policy is a challenging statistical task. In our case study, we found that
additional attention to statistical details could have resulted in improved statistical fits
to the observed incidence data, leading to improvements in the accuracy of the result-
ing policy guidance. We used the same data and models, and even much of the same
code, as Lee et al. (2020a), and yet ended up with drastically different conclusions. We
acknowledge the benefit of hindsight: our demonstration of a statistically principled
route to obtain better-fitting models resulting in more robust insights does not rule out
the possibility of discovering other models that fit well yet predict poorly.

Inference for mechanistic time series models offers opportunities for understanding
and controlling complex dynamic systems. This case study has investigated issues re-
quiring attention when applying powerful new statistical techniques that can enable
statistically efficient inference for a general class of partially observed Markov process
models. Researchers should check that the computationally intensive numerical cal-
culations are carried out adequately. Comparison against benchmarks and alternative
model specifications should be considered to evaluate the statistical goodness-of-fit.
Once that is accomplished, care is required to assess what causal conclusions can prop-
erly be inferred given the possibility of alternative explanations consistent with the data.
Studies that combine model development with thoughtful data analysis, supported by a
high standard of reproducibility, build knowledge about the system under investigation.
Cautionary warnings about the difficulties inherent in understanding complex systems
(Saltelli et al., 2020; Ioannidis, Cripps and Tanner, 2020; Ganusov, 2016) should moti-
vate us to follow best practices in data analysis, rather than avoiding the challenge.

5.1. Reproducibility and Extendability. Lee et al. (2020a) published their code and
data online, and this reproducibility facilitated our work. Robust data analysis requires
not only reproducibility but also extendability: if one wishes to try new model vari-
ations, or new approaches to fitting the existing models, or plotting the results in a
different way, this should not be excessively burdensome. Scientific results are only
trustworthy so far as they can be critically questioned, and an extendable analysis
should facilitate such examination (Gentleman and Temple Lang, 2007).

We provide a strong form of reproducibility, as well as extendability, by developing
our analysis in the context of a software package, haitipkg, written in the R language
(R Core Team, 2022). Using a software package mechanism supports documentation,
standardization and portability that promote extendability. In the terminology of Gen-
tleman and Temple Lang (2007), the source code for this article is a dynamic document
combining code chunks with text. In addition to reproducing the article, the code can
be extended to examine alternative analysis to that presented. The dynamic docu-
ment, together with the R packages, form a compendium, defined by Gentleman and
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Temple Lang (2007) as a distributable and executable unit which combines data, text
and auxiliary software (the latter meaning code written to run in a general-purpose,
portable programming environment, which in this case is R).
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SUPPLEMENTARY MATERIAL

Eliminating cholera in Haiti: Supplement
This document contains additional details about the numerical implementations of
Models 1–3, as well as a translation table that facilitates comparisons between these
models and those described by Lee et al. (2020a). The supplement also demonstrates
our capability to faithfully estimate the likelihood of the models of Lee et al. (2020a).

Auxiliary software: haitipkg
The haitipkg R package is maintained in a GitHub repository, jeswheel/haitipkg.
The submitted version of this package will be archived on Zenodo. The package contains
all of the data and code used to create, fit and explore the models presented in this
article.

Dynamic document: haiti_article
The Rnw (R noweb, Ramsey, 1994) files generating this article and its supplement are
maintained in a GitHub repository, jeswheel/haiti_article. The submitted version
will be archived on Zenodo.
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